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Integrating Color Constancy into JPEG2000
Marc Ebner, German Tischler and Jürgen AlbertMember, IEEE

Abstract—The human visual system is able to perceive colors as
approximately constant. This ability is known as color constancy.
In contrast, the colors measured by a sensor vary with the
type of illuminant used. Color constancy is very important for
digital photography and automatic color based object recognition.
In digital photography this ability is known under the name
automatic white balance. A number of algorithms have been
developed for color constancy. We review two well known color
constancy algorithms, the gray world assumption and the Retinex
algorithm and show how a color constancy algorithm may be
integrated into the JPEG2000 framework. Since computer images
are usually stored in compressed form anyway, little overhead is
required to add color constancy into the processing pipeline.

Index Terms—Color Constancy, JPEG2000, wavelet transform

I. M OTIVATION

The human visual system is able to determine the color of
objects from the spectral power distribution entering the eye.
This ability to compute color constant or approximately color
constant descriptors is called color constancy [1], [2]. Even
though a number of theories exist, it is not known exactly
how the human brain computes color constant descriptors.
Color constancy is very important for many different areas
such as consumer photography or automatic color based object
recognition. Many different algorithms have been proposedin
order to solve the problem of color constancy. One of the early
algorithms is Land and McCann’s original Retinex algorithm
[3]. Other algorithms include gamut constraint methods [4]–
[7], color by correlation [8], [9], color cluster rotation [10],
or use of neural networks [11]. Whereas most color constancy
algorithms assume that the objects shown in the image can
be modeled as diffuse reflectors, some algorithms also take
specular reflections into account [12]–[16]. Color constancy
for images of unknown origin is discussed and evaluated by
Cardei et al. [17], [18].

Today, most computer images are stored in a compressed
form. The JPEG file format is ubiquitous. JPEG compression
is achieved by segmenting the image into8 × 8 blocks.
These blocks are then subjected to a discrete cosine trans-
form and only the most significant components are actually
saved. In contrast, the JPEG2000 format, which is in many
ways superior to the baseline JPEG format, is based on a
transform of the entire image. We will show how a simple
color constancy algorithm may be integrated directly into
the JPEG2000 transform. All that needs to be done is to
modify the decoding pipeline slightly. Alternatively one can

The authors are with the Universität Würzburg, Lehrstuhl
für Informatik II, Am Hubland, 97074 Würzburg, Germany. E-
mail: {ebner,tischler,albert}@informatik.uni-wuerzburg.de Phone:
(+49)931/888-6612, Fax: (+49)931/888-6603, http://wwwi2.informatik.uni-
wuerzburg.de/staff/ebner/welcome.html

also modify the encoding pipeline. If the decoding pipelineis
modified, then the original image does not have to be color
corrected permanently. The color correction can be applied
optionally whenever the image is decoded.

In order to describe how the method works, we will first
need to review relevant color constancy algorithms known
from the literature.

II. T HE GRAY WORLD ASSUMPTION

The problem of color constancy can only be solved if some
assumptions are made. A frequently made assumption is that
the illuminant is uniform across the image. An additional
assumption which may be made is that the response curves of
the camera’s sensor are very narrow band. Another frequently
made assumption which was introduced by Buchsbaum [19]
is that, on average, the world is gray. We briefly review this
algorithm because it is important to understand how color
constancy may be added to the JPEG2000 format.

Suppose that we have a single light source illuminating the
scene. Light falls onto an object patch and is reflected into the
lens of the camera. LetL(λ,xobj) be the radiance given off
by the light source for wavelengthλ which is falling onto the
object at positionxobj. Some light is absorbed, the remainder
is reflected. Letρ(λ,xobj) be the reflectance function at object
position xobj for wavelengthλ. We assume that the sensor
located at positionxI measures the light being reflected from a
corresponding object positionxobj. The energyI(xI) measured
by the sensor is then given as

I(xI) = G(xobj)

∫

ρ(λ,xobj)L(λ,xobj)S(λ)dλ (1)

whereG(xobj) is a geometry factor which describes the local
geometry at positionxobj andS(λ) is a vector which describes
the sensor’s response characteristics. The integration isdone
over all wavelengthsλ. Usually, three sensors which respond
to light in the red, green and blue part of the spectrum are
used. In this case,S(λ) is a three element vector whereSi(λ)
describes the response function of thei-th sensor. Assuming
that the object surface can be modeled as a Lambertian
reflector, we haveG(xobj) = NL ·Nobj whereNL is the unit
vector pointing from the surface of the object into the direction
of the light source andNobj is the unit vector describing the
surface normal. This model of color image formation is used
by many algorithms for color constancy, e.g. [5]–[7], [14],
[19]–[22].

The sensor’s response functions are modeled as being
very narrow band. If they are not narrow band, they may
be sharpened [23]–[26]. We will be modeling the sensor’s
response functions as delta functions. In this case, we have
Si(λ) = δ(λ − λi) with i ∈ {r, g, b}. In other words, each
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sensor responds to a single wavelength in the red, green and
blue part of the spectrum. We now obtain

Ii(xI) = G(xobj)ρ(λi,xobj)L(λi,xobj). (2)

Let us now move to image coordinates. Assuming a linear
relationship between the measurements made by the sensor
and image data, we obtain

ci(x, y) = Ii(x, y) = G(x, y)ρi(x, y)Li(x, y) (3)

for the colorci(x, y) stored in color channeli at position(x, y)
of the image. Note that we no longer use object positionxobj

and the wavelengthλi. Instead, we refer to the corresponding
reflectanceρ and the illuminantL using the index of the color
bandi. If the illuminant is constant over the entire image, i.e.
Li(x, y) = Li, we have

ci(x, y) = G(x, y)ρi(x, y)Li. (4)

Thus, we now see that a simple diagonal transform suffices in
order to obtain a color descriptor which is independent of the
illuminant. If the illuminantL = [Lr, Lg, Lb] were known, we
could simply divide each color channel byLi. The result will
be independent of the illuminant.

The illuminant can be estimated from the image data. We
only have three measurementsci(x, y) available for each pixel.
We do not know the reflectanceρ(x, y) nor do we know the
color of the illuminantL. We also don’t know anything about
the geometryG(x, y). In order to estimate the color of the
illuminant some assumptions have to be made. Buchsbaum
[19] suggested the gray world assumption. According to the
gray world assumption, on average, the world is gray. To
see how the gray world assumption works, we compute the
average color over all pixels. LetN be the number of image
pixels and letai be the computed average.

ai =
1

N

∑

x,y

ci(x, y) (5)

Using the results from above, we obtain

ai =
1

N

∑

x,y

G(x, y)ρi(x, y)Li. (6)

We now assume that there are many differently colored objects
located in the image. We don’t know which colors will be
present. Therefore, we will assume that the reflectances are
uniformly distributed over the range[0, 1] and that geometry
information is independent of reflectance. We then obtain

ai = Li

1

N

∑

x,y

G(x, y)ρi(x, y) ≈ LiE(G)E(ρ) (7)

whereE(G) is the expected value of the geometry factor and
E(ρ) is the expected value of the reflectance. Since we have
assumed a uniform distribution of the reflectances over the
range[0, 1], we haveE(ρ) = 1

2 . Therefore, we obtain

ai ≈ LiE(G)
1

2
(8)

which can be solved for the illuminantLi

Li ≈
2

E(G)
ai = fai (9)
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b

w
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a

Figure 1. The RGB color cube is spanned by the three color vectors red (r),
green (g) and blue (b). The gray vector (w) runs from black to white through
the middle of the cube. A color correction may be achieved by moving local
space average colora onto the gray vectorw.

with f = 2
E(G) . The expected value of the geometry factor,

of course, depends on the image content. We now see that
the color of the illuminant can be estimated from the average
color of the image pixels. Since we now have an estimate of
the illuminant, a color constant descriptoroi may be computed
as

oi(x, y) =
ci(x, y)

fai

≈
G(x, y)ρi(x, y)Li

Li

= G(x, y)ρi(x, y).

(10)
After we divide each channel by twice the space average color,
the global average will be at[0.5, 0.5, 0.5]. Ebner [27] has
shown that the same principle may also be applied locally. By
computing local space average color, we obtain an estimate of
the illuminant locally for each image pixel. Another way to
perform a color correction is the use of color shifts [28]. Local
space average color can be used to perform a horizontal shift
in the direction of the gray vector. This process is illustrated
in Figure 1. First, local space average colora is computed. We
then subtract the componenta⊥ which is perpendicular to the
gray vectorw from the color of each pixelc. This effectively
moves the new average onto the gray vector.

III. T HE RETINEX ALGORITHM

Another color constancy algorithm was suggested by Horn
[29] and refined by Blake [30]. Horn formulated a two-
dimensional variant of Land and McCann’s Retinex algo-
rithm [3]. He suggested to first separate the product between
reflectance and the illuminant into a sum by applying the
logarithm. We have already seen that the energy measured
by the camera’s sensor is proportional to the reflectance times
the illuminant. If we assume a planar surface which is viewed
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at a right angle, we have

ci(x, y) = ρi(x, y)Li(x, y). (11)

Applying the logarithm, we obtain

log ci(x, y) = log ρi(x, y) + log Li(x, y). (12)

If we now assume that the illuminant varies smoothly across
the image, we have sharp discontinuities at positions wherethe
reflectance changes. Horn suggested to first apply the Lapla-
cian to the logarithm of the input image. A3 × 3 Laplacian
computes the difference between adjacent pixels in all four
directions and adds the results. Since we have assumed that
the illuminant varies smoothly across the image, the second
component will be almost identical for neighboring pixels.
Thus, in computing the Laplacian, the second component
will nearly cancel. Strong spikes will be located wherever
the reflectance changes. Horn suggests to apply a threshold
operation to the output of the Laplacian removing any small
values. This sequence of operations can be summarized as

∆log ρi(x, y) = Θ(∆ log ci(x, y)) (13)

where∆ denotes the Laplacian andΘ denotes the thresholding
operation. Next, the Laplacian is inverted and the result is
transformed back to the range[0, 1]. The result will be inde-
pendent of the illuminant. Blake [30] extended the algorithm
by splitting the computation of the Laplacian into two steps.
First the derivative is computed, then the threshold operation
is applied and finally another derivative is computed.

Suppose that the illuminant is constant across the image.
In this case, we do not need the thresholding operation nor
do we need the application of the Laplacian and subsequent
integration. A color constant descriptor may be computed by
simply applying the logarithm and then transforming the result
to the range[0, 1]. If we apply the logarithm, we obtain

log ci(x, y) = log ρi(x, y) + log Li. (14)

Since the second term is a constant, it will automatically be
removed by this transformation.

Land [31] suggested an algorithm where the logarithm of
the average color of points surrounding the given point is
subtracted from the logarithm of the color of the given point.
In other words, one computes

log ci − log ai = log
ci

ai

. (15)

We have seen above that a linear scaling of color channels
is required in order to compute a color constant descriptor.
However, due to the application of the logarithm, we now
need to subtractlog ai from log ci. A variant of this method
was implemented by Moore et al. [32] in VLSI.

A color constant descriptor can also be obtained if one
computes global space average color after the logarithm has
been applied and subtracts this value from the logarithm of the
color at the given point. In this case, each pixel is divided by
the geometric mean of the color channel [33], [34]. If we apply

the logarithm first, and then compute space average colora
′,

we obtain

a′

i =
1

N

∑

x,y

log ci(x, y) (16)

=
1

N

∑

x,y

(log ρi(x, y) + log Li) (17)

= log Li +
1

N

∑

x,y

log ρi(x, y) (18)

= log Li + log

(

∏

x,y

ρi(x, y)

)
1

N

. (19)

If we now subtract this value from the logarithm of the color
of each pixel, we obtain

oi(x, y) = log ci(x, y) − a′

i (20)

= log







ci(x, y)
(

∏

x,y ci(x, y)
)

1

n






(21)

= log ρi(x, y) + log Li

− log Li − log

(

∏

x,y

ρi(x, y)

)
1

N

(22)

= log ρi(x, y) − log

(

∏

x,y

ρi(x, y)

)
1

N

(23)

which is again a color constant descriptor. The second term can
be simplified if we assume that the reflectances are uniformly
distributed over the range[0, 1]. In this case, we can write the
second term as

1

n

n
∑

i=1

log

(

i

n

)

=
1

n
log

n
∏

i=1

i

n
=

1

n
log

n!

nn
= log

n!
1

n

n
.

(24)
Assuming thatn is sufficiently large, i.e.n → ∞ and using
Stirling’s formula

lim
n→∞

(n!)
1

n

n
=

1

e
, (25)

we obtain
oi(x, y) = log ρi(x, y) + 1. (26)

IV. H OMOMORPHIC FILTERING

Stockham [35] suggested to perform image processing
within a framework of the human visual system. Stockham
originally worked with gray scale images. He noted that once
the logarithm is applied to the image data, all operators which
are subsequently applied, operate linearly on the illuminant
and reflectance components of the original data. Faugeras
[36] extended the approach to color image processing. He
suggested homomorphic filtering for color image enhancement
(see also Parker [37]). In homomorphic filtering, the image is
transformed into a color space where the desired operation is
easier to perform. If one assumes that the illuminant varies
smoothly over the image and that sudden changes in the data
are due to a change of reflectance, the change of the illuminant
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is located in the low frequency components of the image
and the reflectance changes are located in the high frequency
components. Thus, it makes sense to transform the image
into frequency space where low frequency changes can be
attenuated and high frequency changes can be emphasized.

We will now see how a color constancy algorithm may be
integrated into the JPEG2000 pipeline.

V. I MAGE COMPRESSION USINGJPEG2000

A color image when encoded by JPEG2000 is basically fed
through a color transform, a discrete wavelet transform anda
quantizer [38], [39]. The resulting bit stream is encoded using
an arithmetic coder. The two dimensional discrete wavelet
transform is tree-structured in that a two dimensional sub-
band transform is applied recursively to a low-pass filtered
version of the image. This is illustrated for a sample image
in Figure 2(a) which shows the transformed original image.
The LL band (low pass filtered sub-band) is located in the
upper left corner of the transformed image. The HL band (high
pass filtered in the horizontal direction and low pass filtered
in the vertical direction) is located in the upper right corner
of the transformed image. The LH band (low pass filtered in
the horizontal direction and high pass filtered in the vertical
direction) is located in the lower left corner of the transformed
image. The HH band (high pass filtered in both directions) is
located in the lower right corner. This recursive sub-division
is continued forD levels. The image shown in Figure 2(b)
shows the result forD = 5 levels.

After this transformation, a recursively low pass filtered
image resides in the upper left corner of the image. If we
continue this process until we have only one pixel left, then
this pixel would be the global space average color of the
image. If we stop at an intermediate level, we would obtain
local space average for the pixels which have been averaged
so far. Figure 3 shows what happens if we take the contents
of the LL band forD = 7 and rescale it to the size of the
original image. We now have local space average color for
each image pixel. Thus, the JPEG2000 compression algorithm
essentially computes local space average color when the image
is transformed. In order to produce a color constant or color
adjusted output, we only need to modify the data of the LL
sub-band of the highest level.

Figure 4 shows how a color constancy algorithm can be
embedded into the JPEG2000 transform. The algorithm can
either be included into the encoding or into the decoding
pipeline. Inside the encoder, one can compute an arithmetic
average from the data which is obtained from the LL-Band
of the highest level. This arithmetic average can then be
subtracted from the computed coefficients of the LL-Band of
the highest level. The resulting effect is that the global space
average color is pushed onto the gray vector. Alternatively, it
is also possible to move the global space average color into the
direction of the gray vector by a certain percentage. It is also
possible to integrate this method into the decoder. In this case,
the global space average color would be adjusted before the
inverse wavelet transform is applied. This has the advantage
that the image data can either be decoded exactly the same as

it was encoded or it can be decoded with a color corrective
step applied.

VI. I NTEGRATING COLOR CONSTANCY INTO JPEG2000

An ideal encoding/decoding pipeline is shown in Figure
6(a). Encoding is done best in a uniform perceptual space [36].
We start off with linear RGB values. First, a color transform
P1 is applied and we obtain values inside the CIE XYZ color
space. Then the color space is made linear by applying a cube
root function [40] and a second transform is applied. The result
is a transformation to Lab color space. This is the ideal color
space for encoding. The decoding reverses these steps. For
display purposes a gamma correction has to be applied to
obtain non-linearR′G′B′ values. The gamma correction has
the following form

gamma(x) = xγ (27)

with γ = 1/2.2. The sRGB standard [41] uses a slightly
different transform which also contains a linear section for
small intensities.

Figure 6(b) shows the JPEG2000 encoding/decoding
pipeline. The JPEG2000 pipeline deviates from the ideal
encoding/decoding pipeline slightly. First a gamma correction
is applied, next a color transformP2 is applied. Encoding
is done inside the color spaceY ′CBCR. The data is encoded
using a wavelet transform. After decoding, the inverse wavelet
transform is used, the inverse color space transform is applied.
The resulting non-linear R’G’B’ values can then be shown
directly on a display device. We see that the cube-root function
has been moved outward compared to Figure 6(a). By moving
the cube-root function outward, the function cancels nicely
with the gamma correction. The result is a simplified pipeline
and a small deviation from an end-to-end gamma factor of one
[41].

The color transformation which is usually used with the
JPEG2000 pipeline is given by

Y ′ = 0.299R′ + 0.587G′ + 0.114B′

CR = 0.713(R′ − Y ′)
CB = 0.564(B′ − Y ′).

(28)

This transformation can also be written as




Y ′

CR

CB



 = P2





R′

G′

B′



 =





0.299 0.587 0.114
−0.169 −0.331 0.5

0.5 −0.419 −0.081









R′

G′

B′



 .

This transformation cannot be perfectly inverted. That is why
the following transformation is used by the JPEG2000 lossless
compression.

Y ′ = ⌊R′+2G′+B′

4 ⌋
CR = R′ − G′

CB = B′ − G′

(29)

Application of this color transform is optional. It is not
necessary for the encoder to make this transformation [39].
However, in practice, it is always applied. The color space
now consists of the luma channelY ′ and two color channels
CB and CR. Luma Y ′ is computed from non-linearR′G′B′

signals [41]. It is not equivalent to luminance. Similarly,the
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Figure 2. (a) A sample image which is transformed using a two-dimensional wavelet transform. The image is decomposed into four sub-bands LL, HL, LH,
HH which are low pass filtered, high pass filtered in the horizontal direction and low pass filtered in the vertical direction, low pass filtered in the horizontal
direction and high pass filtered in the vertical direction and high pass filtered, respectively. (b) The same image transformed recursively for 5 levels.

two signalsCB and CR are also computed from non-linear
data.

In the derivation of the gray world assumption, we have
assumed that we were working with linear RGB data, i.e.

ci = Ii. (30)

To use the gray world hypothesis, we would first have to re-
store this linearity by applying a gamma transform should this
be necessary. Then we would compute global space average
color and then divide each color channel by the computed
global space average color. Finally, a gamma correction would
again have to be applied in order to display the data. This is
shown in Figure 6(c).

But what about the Retinex algorithm? If we want to use
the Retinex algorithm, we would have to take the logarithm
first, then compute space average color and then subtract the
result from each channel. This is illustrated in Figure 6(d). If
one applies the logarithm first, one needs to subtract space
average color. As a result, the log-reflectanceslog ρi with
i ∈ {r, g, b} are obtained. Since the result has to be displayed,
the application of the logarithm has to be undone and then a
gamma correction has to be applied. A gamma factor which
may have been applied originally is not relevant. This is,
because after the logarithm has been applied, the gamma factor
simply becomes a scaling factor.

Let us now have a look at Figure 5. The graph shows the
gamma correction used by the sRGB standard. A fit of the
functiona logx+b to this data is also shown. The best fit was
obtained usinga = 59.28 and b = −94.79. Although the fit
between the two curves is not exact, we can see that the general
behavior of the two curves is similar. The similarity between
a logarithmic function and a power-law function is also noted
by Wyszecki and Stiles [42]. Thus, we can regard the gamma
correction as an approximation to the logarithmic function. We

 0

 50
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 250

 0  50  100  150  200  250

y

x

gamma(x)
a*log(x)+b

Figure 5. Gamma function which is used by the sRGB standard. Afit of
a log x + b to the curve is also shown.

now see that the exponentiation required for display and the
subsequent gamma correction cancel approximately and we
can omit these two operations from the pipeline.

Figure 6(e) shows the JPEG2000 pipeline with integrated
color constancy algorithm. In compressing an image using
JPEG2000, a color transformation is applied to the non-linear
R′G′B′ values. This color transformation performs a change
of coordinate axes whereY ′ (luma) describes the brightness
of the pixel and the two componentsCB and CR describe
the color of the pixel. After this color transform is applied,
the image pixels of an image taken under a white illuminant
will be distributed around the luma axis. For a non-white
illuminant, the main axis of the distribution will not be aligned
with the luma axis. A color shift can be used to push the
average onto the luma axis. We only have to subtract space
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Original Image

Rescaled LL Band

Transformed Image

Figure 3. The original image is shown on the top right. The transformed image is shown on the left. Below the original imagewe see the contents of the
LL band rescaled to the size of the original image.

Forward Inter−
component Transform

(e.g. color space)(e.g. DC−Level−Shift)

Preprocessing
component Transform

Forward Intra− Modification of

the global average
coefficients to adjust

Quantization and

entropy coding

Image

Inverse Intra−
component Transform

(e.g. color space)

Inverse Inter−
component Transform

(e.g. DC−Level−Shift)

PostprocessingImage
Decoded

Decoder

Encoder

and dequantization

Entropy decodingModification of
coefficients to adjust

the global average

(wavelet transform)

(wavelet transform)

Figure 4. JPEG2000 encoding/decoding pipeline. The color constancy algorithm can either be included into the encodingor into the decoding pipeline.

average color from the color of each pixel. We have seen above
that the gamma correction can be approximated by the function
a log x+ b. Let c̃i be the data point inside theY ′CBCR color

space, then we obtain

o′i = a log(c̃i) −
1

n

∑

x,y

a log(c̃i) (31)

after we subtract the average of the log image pixels. This is
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a color constant descriptor, as we have already derived above.
A JPEG2000 compressed image has space average color

computed in the rotated coordinate system at its disposal. We
now need to subtract space average color from the color of
each pixel. If we do not want to adjust the brightness of
the image, the luma channel is left untouched. We just need
to subtract the average from theCB and CR channels. This
essentially zeros theCB andCR components of theLL0 sub-
band. This operation does not change the brightness of the
pixels as only the two componentsCB andCR are modified.
Other methods of color corrections such as applying the gray
world assumption locally [27] may also change the brightness
of an image pixel. Alternatively, we could subtract the average
scaled by a certain percentage. This would allow the user to
vary the amount of attenuation of a colored illuminant.

This subtraction could be carried out before the image is
encoded. If this is done then the image can no longer be
viewed in its original form including the color cast. Informa-
tion about such a change could be included inside an ICC color
profile [43] in which case the change would be reversible.
However, it makes more sense to apply the subtractive step
during decoding. This allows the viewer to decide whether the
corrective step is applied or not. The user could also specify
the extent of the color correction by setting a percentage which
scales the computed average before subtraction.

After the image is decoded, we end up with an (approxi-
mately) color constant descriptoro′i

o′i = a log(ρi) + c (32)

for some constantc. In order to obtain the reflectance informa-
tion we have to undo this transformation. We could compute
linear reflectancesoi using

oi = e
o
′

i

a = c′ρi (33)

where c′ = e
c

a . Now we have linear RGB values at our
disposal. Since the response function of the display device
is non-linear we have to again apply a gamma correction.
The same holds if we want to store the linear reflectance
values using the sRGB standard. We have already shown above
that the application of the logarithm was approximated by the
gamma correction using a gamma factor of1/2.2. Similarly,
we can approximate the gamma correction with a gamma
factor of 2.2 by e

x−b

a . If we make this approximation, the
two operations cancel and can be dropped from the pipeline.

We have modified the JasPer Software [44] to automatically
subtract the average of theCB andCR components from the
corresponding channels of theLL0 sub-band at the request of
the user. The interested reader is referred to Tischler et al. [45]
which describes the details of this implementation. Figure7
shows the resulting output for two sample images. The two
input images are shown on top. The output images are shown
below. The color cast is quite nicely removed or attenuated in
the output images.

A database to be used for color constancy research was
created by Barnard et al. [46]. The database consists of 5
different sets of images showing different setups. Each setup
was illuminated by several different illuminants. Set 1 contains

only objects with minimal specularities, i.e. Lambertian re-
flectors. Set 2 contains objects with metallic specularities. Set
3 contains objects with non-negligible dielectric specularities.
Set 4 contains objects with at least one fluorescent surface.Set
5 is to be used for object recognition. It contains objects where
the object was moved whenever the illuminant was changed.
The images from the database are stored in a linear color
space. Therefore, we first transformed the images to the sRGB
color space.

We have applied the color constancy algorithm integrated
into JPEG2000 to each of the images and then compared
the computed colors in Lab color space with two other
color constancy algorithms. Algorithm 1 is the gray world
assumption. For this algorithm, the color space was linearized
by applying a gamma correction using the sRGB standard.
Then global space average color is computed and each pixel is
divided by global space average color. After this, all channels
are rescaled such that the luminance is identical to the original
image. Algorithm 2 works as follows. First we transform
the pixels to theY ′CRCB color space. We then compute
global space average color for channelsCR and CB and
subtract this average from the channelsCR andCB . We then
transform the color space back to sRGB. Table I shows the
average difference of the computed colors in Lab color space
between algorithm 1 and the JPEG2000 algorithm and between
algorithm 2 and the JPEG2000 algorithm. It is clear that
the algorithm basically realized by the JPEG2000 algorithm
as described above is actually algorithm 2. We see that the
difference between the exact application of the gray world
assumption and the JPEG2000 algorithm is not very great.

VII. C ONCLUSION

We have shown how color constancy may be integrated
into the JPEG2000 framework with little additional costs.
Local space average color is computed by the discrete wavelet
transform used by JPEG2000. Since local space average color
may be used as an estimate of the illuminant, we only need
to change the LL band of the highest level in order to obtain
a color adjusted image. The nice thing about this method is
that it may be integrated very easily into decoding devices.
Decoding devices could modify theLL0 sub-bands at the
discretion of the user. This would not modify the contents of
the original image only the displayed output would be altered.
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